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ABSTRACT

Performing indentation tests on rough surfaces at the microscale creates non-

negligible scatter of the load–indentation depth curves and leads to an inaccu-

rate computation of mechanical properties. In previous work, the minimization

of the error between the shapes of the experimental loading curve and the

shapes predicted by Bernhardt’s law enabled the macrohardness of the material

to be determined with accuracy and to identify a relationship between the

standard deviation of the errors of shapes and the root-mean-square roughness

(Sq) computed at the scale of the indentation imprint. In this paper, a semi-

analytical model applied to roughness measurements is used to understand this

relationship. Good agreement is found between the model results and the

experimental results. Analysis of the semi-analytical model confirmed that the

identified relationship is caused by the topography and not by some experi-

mental bias and that the relevant scale for the computation of Sq is the scale of

the indentation imprints (15 lm). However, the relationships found with the

model and the experimental results show different slopes and y-intercepts. The

y-intercept found with the numerical curves is negligible compared with the y-

intercept identified with the experimental curve, which is equal to 30 nm. This

indicates that even if Sq is equal to zero, the zero-point of the curve is not

accurately determined by the instrumented indentation device. As for the dif-

ferences in slope, these may be partly due to experimental noise and the dif-

ferences of methodology of detections of first-contact for the recording of the

load–displacement curves. Overestimation of the resistance of abrasion debris

by the semi-analytical model may also explain the differences of slopes. How-

ever, further testing is required to confirm this hypothesis.
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Introduction

Subsurface measurements of mechanical properties

are of crucial importance for linking process condi-

tions with the obtained mechanical properties.

Instrumented indentation is a popular technique for

investigating the subsurface properties. However,

some processes (e.g., mechanical processes, thermo-

chemical processes) tend to induce surface roughness,

thus complicating the determination of mechanical

properties with instrumented indentation. Surface

roughness causes the scattering of the load–indenta-

tion depth curves and thus complicates the computa-

tion of mechanical properties such as hardness and

Young’s modulus [1–3]. Methods have been proposed

for dealing with the uncertainties caused by surface

roughness [4–6]. Kim et al. [4] developed a new

indentation size effect (ISE) model that separates the

work needed to flatten the surface from the one

required to deform the flattened surface. Guillonneau

et al. [5] developed a method for minimizing dis-

placement measurement uncertainties based on the

determination of the contact depth derivative. How-

ever, understanding the influence of roughness on

indentation testing and the determination of

mechanical properties remains complex. The exami-

nation of surface roughness is often an issue as it can be

investigated at different scales. Basically, surface

topography can be decomposed into waviness (low

frequencies) and micro-roughness (high frequencies).

Roughness amplitude is also directly linked with the

spatial window considered for the examination: More

specifically, the values of the roughness parameters

describing surface texture are dependent on the con-

sidered spatial window. ISO Standard 4287 [7] pro-

vides methods for general assessment of surface

texture. It defines the sampling length as the ‘‘length in

the x-direction used for identifying the irregularities

characterizing the profile under evaluation.’’ It is thus

the distance required for an appropriate computation

of the roughness parameters. Instead of computing

roughness parameters using only one sampling length

per profile, consecutive sampling lengths are usually

used. The advised number is 5 according to ISO

Standard 4288 [8].

One of the main issues of the simulation of rough

contact (experimental or numerical) is thus defining

the macroscopic scale at which roughness can be

considered as stationary, or more specifically, repre-

sentative of contact.

In previous work [6], the simultaneous treatment of

the indentation curves located according to the error

between their shape and that predicted by Bern-

hardt’s law [9] enabled us to determine the material

macrohardness with accuracy despite significant

surface roughness. This method was tested on several

different materials and surface topographies (ob-

tained using different surface treatments) [10–13]. A

relationship between the standard deviation of the

errors between the indentation curve shapes and the

shape predicted by Bernhardt’s law and the root-

mean-square roughness (Sq) computed at the scale of

the indentation imprint was identified for all the

studied cases (i.e., whatever the tested material or

surface topography). In this paper, a semi-analytical

model is applied to roughness measurements per-

formed on Ti–6Al–4V specimens in order to study

this relationship validity.

Materials and methods

In this section, all the experimental data corre-

sponding to previous studies [6, 10–14] are summa-

rized, even though only Ti–6Al–4V specimens

ground with different grit papers are thoroughly

examined in this paper. This summary includes the

main characteristics of the materials, as well as the

hardness and roughness measurements.

Materials and processing parameters

First, whatever the material or the examined process,

all the specimens were mirror-polished.

Three studies were focused on the examination of

specimens ground with an automatic device having

off-centered rotating movements. Different surfaces

were obtained using different grit papers with iden-

tical force and time conditions (150 N, 3 min). Grit

papers having the following numbers were used: 80,

120, 180, 220, 320, 500, 800, 1000, 1200, 2400 and 4000.

This procedure was applied to three different mate-

rials: AU4G aluminum-based alloy, AISI 316L auste-

nitic stainless steel [6] and titanium-based alloy Ti–

6Al–4V [10].

The surfaces of seven of the eleven Ti–6Al–4V

specimens were replicated using MD-3P in order to

get similar surface topography but different hard-

ness. MD-3P (Plastiform�, France) is a replica mate-

rial made of resin, powder and hardening agent for
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its polymerization at room temperature. The repli-

cated specimens have the same morphology as the

Ti–6Al–4V specimens obtained with grit papers 80,

120, 220, 500, 800, 1200 and 2400 [14].

AU4G aluminum-based alloy samples were sand-

blasted using 500-lm Al2O3 particles. Only three

process parameters were varied (pressure, distance

and included angle between the specimen and the

nozzle). From the combination of these process

parameters, four specimens were analyzed [12, 13].

Two specimens were sandblasted with a pressure of

1 bar, an included angle of 0� and a nozzle-to-speci-

men distance equal to either 15 cm or 30 cm. The

other two specimens were made with a pressure of

0.5 bar, a nozzle-to-specimen distance of 30 cm and

an included angle equal to either 0� or 30�.
Finally, AISI 316L stainless steel samples were

ultrasonically shot-peened using the following pro-

cess parameters: shot diameters of 1 or 2 mm, shots

of 304L stainless steel or 100C6 steel, sonotrode

amplitude vibration of 30, 60 or 80 lm and coverage

of 100, 1000 or 10,000%. Among the different combi-

nations, eight ultrasonically shot-peened specimens

were examined [11].

All these different materials and surface treatments

give a total of 52 specimens. Details of the treatments

and process parameters can be found in the cited

articles.

Measurement of hardness

Each specimen was tested using instrumented

indentation at ambient temperature with a Berkovich

tip (or a cube-corner tip for one set of samples). A

maximum indentation depth of 3 lm was reached.

One hundred load–displacement curves were

obtained for each specimen. A constant strain rate

equal to 0.05 s-1 was used. Because of the non-neg-

ligible topography of the specimens caused by the

different surface treatments, there was a large scatter

of the loading curves. In order to identify macro-

hardness despite non-negligible surface roughness,

the methodology thoroughly described in [15] was

applied. In this methodology, only the loading parts

of the curves are kept and are pretreated in order to

avoid any statistical artifacts. All the details are given

in [6, 15]. In short, this methodology is based on the

model proposed by Bernhardt [9], who described the

relation between the load P and indentation depth h

as follows:

P ¼ a1h
2 þ a2h

� �
; ð1Þ

where a1 and a2 are constants determined by the

indenter tip geometry and the material properties.

This equation is modified by rewriting it using the

contact depth hc defined by Oliver and Pharr [16], the

macrohardness H0, the indentation size effect factor

b, as follows:

P ¼ a H0h
2
c þ bhc

� �
: ð2Þ

Then, it is assumed that there is an error between

Bernhardt’s model and the real shape of the experi-

mental loading curves that we will refer to as Dhc. For

the sake of clarity, Dhc is schematically represented in

Fig. 1. The following minimization was performed

using the loading parts of the one hundred instru-

mented indentation curves:

min
H0;Dh1...Dhn;b

Xn

i¼1

Xpi

j¼1

Pi;j � a H0h
2
c;j þ 2H0Dhc;i þ b

� �
hc j þH0Dh

2
c;i þ bDhc;i

� �h i2
;

ð3Þ

where index j refers to a point that is part of curve

i and a is a constant depending on the geometry of

the indenter. Thus, in this methodology, one value of

macrohardness H0 and ISE coefficient b is identified

by the minimization made on a set of curves.

Measurement of roughness

Roughness measurements were taken using either a

three-dimensional tactile profilometer or an optical

profilometer.

Figure 1 Schematic drawing of the meaning of Dhc, the error

between the shape of the loading curves predicted by Bernhardt’s

law and the shape of the experimental curves.
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The tactile profilometer (TENCORTM P10, KLA-

TENCOR, USA) was equipped with a 2-mm tip sty-

lus and have a vertical resolution of the nanometer

order. As the examined surfaces are isotropic, thirty-

two-dimensional profiles having a 5 mm length were

recorded with high sampling frequency and a

200 lm/s speed.

The optical profilometer (Zygo NewviewTM 7300,

Zygo corp., USA) was used with 209 objective, giv-

ing a lateral accuracy equal to 71 nm and a vertical

accuracy of about 3 nm. To have large surface areas,

ten 348 9 262 lm areas were stitched with an over-

lapping percentage equal to 20%, thus giving surfaces

of 1.19 9 0.891 mm described by 2176 9 1632 points.

Twenty measurements were taken on each specimen.

All the measurements were rectified before the

computation of the roughness parameters. Only one

roughness parameter is used in this study: the root-

mean-square deviation of the surface Sq (or Rq for the

two-dimensional surfaces). This parameter is com-

puted with a Gaussian high-pass filter, using differ-

ent cutoff lengths in order to identify the best scale at

which contact should be examined.

Semi-analytical model for numerical
simulation

In order to deal with the stochastic aspect of rough-

ness, a very large number of numerical simulations

are required. Moreover, a detailed description of

roughness is required. This is why a semi-analytical

model is used with pavements of 256 9 256.

Rough surfaces were built using the topography

measurements taken on the Ti–6Al–4V specimens

ground with different grit sizes using the optical

profilometer equipped with 209 objective. As indi-

cated in ‘‘Measurement of roughness’’ section, twenty

measurements having a size of 1.19 mm 9 0.891 mm

were taken on each specimen. These topography

measurements were recut in order to get as many

surfaces as possible for the indentation tests: 270

surfaces were obtained by specimen.

This semi-analytical model describes the contact

between a rough surface and a perfectly smooth and

rigid indenter. Contacts are local, i.e., they are only

located at the summits of the surface and are inves-

tigated by the analysis of the geometry of the local

summits. The asperities are described as cones hav-

ing different angles of contact. The elastic interactions

between the asperities are neglected. According to

Johnson’s equations of elastic–plastic indentation

with a conical indenter [17], the mean pressure pjm
undergone by a given asperity j is:

pjm ¼ 2

3
Y 1 þ ln

Etanhj
3Y

� 	� 	
; ð4Þ

where Y is the elastic limit, E is the Young’s modulus

of the material, and h is the attack angle, i.e., the

inclination of the face of the cone to the surface.

In the examined case, a fully plastic deformation is

thus considered:

pm � 3Y�H ð5Þ

For the computation, the local areas of contact Aj

are elliptic with semi-axes aj and bj. The local areas of

contact are discretized into N elements cji (I = 1, …,

N). The distribution of local pressure on a given

asperity j is:

pj xi; yið Þ ¼ 3

2
pjm 1 � xi

aj

� 	2

� yi
bj

� 	2
 !1=2

ð6Þ

The normal force Fj exerted on an asperity j is:

Fj ¼
X

i

cjipi ð7Þ

The load carried by the summits of the rough

surface is the sum of the normal forces Fj.

The numerical model is thoroughly described in

[18].

The depth of the indentation test was equal to 3 lm,

and a Berkovich tip was used in order to match the

experimental data. A perfectly plastic behavior was

chosen for the numerical simulations as the strain-

hardening coefficient of Ti–6Al–4V is small. The

Young’s modulus E of the material is equal to 110 GPa,

its Poisson’s coefficient is equal to 0.3, and its elastic

limit is equal to 1050 MPa. Tresca’s criterion is used.

Results and discussion

Previously found results

Non-negligible surface topography induces a scatter

of the instrumented indentation curves. The scatter of

the instrumented indentation curves was previously

examined using different materials and surface

topographies (obtained with different surface treat-

ments) [6, 10–14]. Using the methodology described

in ‘‘Measurement of hardness’’ section, the macro-

hardness H0 was accurately identified despite the
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scatter of the curves through the minimization of the

error Dhc between the shape of the loading curves

depicted by Bernhardt’s law and the actual shape of

the experimental indentation curves. This minimiza-

tion is done using a set of indentation curves and

reduces the scatter of the loading curves. Thus, a

mean behavior is assumed for the examined material,

even though it is analyzed with a local test (only a

small amount of material is deformed).

Whatever the studied material (AISI 316L stainless

steel, aluminum-based AU4G alloy or titanium-based

Ti–6Al–4V alloy, MD-3P replica material), process

(grinding, sandblasting, ultrasonic shot-peening) or

even the indenter shape (Berkovich or cube-corner), a

linear relation was identified between the root-mean-

square roughness parameter Sq (or Rq for the two-

dimensional measurements) and the standard devi-

ation of the errors Dhc. Each time, the best relation

between the standard deviation of the errors Dhc and

the root-mean-square roughness parameter Sq was

sought by testing different filtering conditions for the

computation of Sq. Whatever the experimental con-

ditions, the best linear relation was identified using

the same filtering conditions for the computation of

Sq: a Gaussian high-pass filter with a cutoff length of

15 lm when using a Berkovich indenter tip for the

indentation tests and with a cutoff length of 5 lm

when using a cube-corner tip.

All the obtained linear curves are depicted in

Fig. 2. Whatever the material or surface treatment,

the experimental data were well fitted with a linear

relation: The coefficients of determination are all

comprised between 0.9378 and 0.9979. The issue is

that this linear relation has no justifications other than

its reproducibility whatever the examined material,

surface treatment or indenter shape. The slopes and

intercepts of the regression lines are different; thus, it

would seem that they are dependent on the material

properties but this does not seem to be the main

explanation of these relations.

It might be assumed that this relation is easy to

understand because the multiple indents may be seen

as the discretized results given by a tactile pro-

filometer causing plastic deformations. The first point

of the curve is recorded when a minimum stiffness is

reached; thus, roughness can cause a shift of the zero-

point of the indentation curves (depending on whe-

ther the indentation test is performed on summits or

dales). Figure 3 schematically depicts the indentation

curves obtained depending on the characteristics of

surface roughness. Three main cases can be

identified:

• In the first case, the size of the imprint is very

small compared to the roughness wavelength. In

this case, whatever the roughness amplitude,

Figure 2 Standard deviation

of the errors Dhc as a function

of the root-mean-square

roughness Sq (or Rq) computed

with a high-pass filter and a

cutoff length equal to 15 lm
for all the specimens indented

with a Berkovich indenter

(B) and a cutoff length equal to

5 mm for the cube-corner

indenter (C). The materials are

AISI 316L stainless steel

(316L), aluminum alloy

(AU4G), titanium-based alloy

Ti–6Al–4V (TA6V4), MD-3P

replica material (MD-3P). The

following letters correspond to

processes: P for polishing, S

for sandblasting and U for

ultrasonic shot-peening.

J Mater Sci (2017) 52:7239–7255 7243



indentation test results are not impacted by

roughness. The wavelength of roughness is so

large that it is similar to indenting a plane.

• In the second case, the size of the imprint is very

large compared to the roughness wavelength.

Two main subcases can then be identified. In the

first one, the roughness amplitude is significantly

smaller than the size of the indentation imprint;

thus, roughness can be neglected. The obtained

indentation curves are fairly similar. In the second

subcase, the roughness amplitude is either of the

same order of magnitude or larger than the size of

the indentation imprint; thus, a significant scatter

of the load–displacement curves is observed.

• In the third case, the roughness wavelength and

the size of the indentation imprint are of the same

order of magnitude. The indentation results are

thus strongly impacted by roughness. However,

describing the phenomena that take place is

complex because depending on the roughness

amplitude and the indent location, many different

configurations can be obtained: As an example,

increasing the roughness amplitude decreases

multi-contact. This case corresponds to the pre-

sent study.

Figure 3 depicts that whatever the roughness

morphology, the indentation curves begin at the

origin: Only the shape of the curves change (and thus

the computed hardness). The indented rough speci-

men is seen as a material having porous surface, and

thus, for a given indentation depth, the obtained

indentation curves are different. What does the

minimization of the error Dhc between the shape of

the loading curves predicted by Bernhardt’s law and

the actual shape of the experimental curves mean in

the proposed methodology? It is important to note

that the macrohardness H0 and the ISE coefficient b
are determined for a set of curves. Contrary to usual

treatments that determine one value of macrohard-

ness per curve and then average the results, here, the

set of curves is treated simultaneously as a whole in

order to identify the value of macrohardness. The

minimization of the error between the shape of the

loading curves and the shape predicted by Bern-

hardt’s law thus leads to a ‘‘shift’’ of the curves,

Figure 3 Schematic cases of indentation tests depending on the size of the indentation imprint (d) and the amplitude (a) and wavelength

(l) of surface roughness.
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which may correspond to a compensation of the lack

of matter (i.e., surface porosity) caused by surface

roughness.

In order to confirm this interpretation of the

experimental data, the indentation testing of a rough

surface is simulated. This will enable the material

parameters to be perfectly controlled and thus to

answer the following questions:

• Is the scatter of the indentation curves only caused

by topography or is part of it caused by the

heterogeneity of the material properties?

• Can the errors between the shape of the loading

curves predicted by Bernhardt’s law and the

actual shape of the curves be seen as a false

detection of the surface by the indenter, thus

giving false origins to the indentation curves?

• Is the macrohardness identified with the method-

ology the true material macrohardness?

• Is the use of a linear relation between the root-

mean-square roughness parameter and the stan-

dard deviation of the errors Dhc valid (see Fig. 2)?

In order to get a robust estimation and a proper

description of roughness, numerical simulations of

the indentation tests with pavements of 256 9 256 are

required. Using finite element simulations would be

too time-consuming because numerous indentation

curves are needed and thus many numerical simu-

lations must be performed. Therefore, the semi-

analytical model based on several hypotheses of

contact mechanics, which is described in ‘‘Semi-ana-

lytical model for numerical simulation’’ section, is

used.

Semi-analytical model results

The semi-analytical model described in ‘‘Semi-ana-

lytical model for numerical simulation’’ section is

used to simulate the indentation of rough surfaces of

titanium alloy Ti–6Al–4V specimens ground with

different grit papers. The obtained numerical inden-

tation curves are then treated using the methodology

based on the minimization of the errors between the

shape of the loading curves predicted by Bernhardt’s

law and the actual shape of the indentation curves.

However, in order to simplify the study and focus on

the meaning of the error Dhc, the ISE coefficient b is

set to zero for the treatment of the indentation curves

obtained with the semi-analytical model. Thus, the

shape of the numerical curves will be compared to

the shape of a simple quadratic curve: Kick’s law [19].

Validation of the semi-analytical model results: smooth

surface

Before applying the model described in ‘‘Semi-ana-

lytical model for numerical simulation’’ section to

rough specimens, it is first checked using a smooth

Figure 4 Indentation curve

obtained with the semi-

analytical model for the

indentation of a smooth

material (blue round dots), its

fit with Kick’s law (blue line)

and the fitting error (red square

dots).
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surface. The numerical simulation is checked using a

smooth surface having properties similar to titanium

alloy Ti–6Al–4V specimens: Its Young’s modulus

E is equal to 110 GPa, its Poisson’s coefficient is

equal to 0.3, and its elastic limit is equal to

1050 MPa. Figure 4 shows the results of this

numerical simulation. The obtained load–displace-

ment curve, represented with round blue dots, is

fitted with Kick’s law (which assumes that the load

is proportional to the displacement raised to the

power of 2), and the fitting error is displayed with

red square dots. A really good fit is obtained: The

load error remains lower than 10 mN on the whole

curve. The identified macrohardness H0 is equal to

4.8358 ± 0.005 GPa. The numerical simulation of the

indentation test correctly reproduces real indenta-

tion test results.

Semi-analytical model applied to rough surfaces

Now, the semi-analytical model of the indentation

test is used with ‘‘real’’ surfaces, i.e., with the three-

dimensional roughness measurements taken on the

eleven Ti–6Al–4V specimens ground with different

grit papers used in the simulation. Figure 5 shows

some examples of these rough surfaces, correspond-

ing to the specimens polished with grit paper 80 or

4000 and the indentation imprints on these surfaces

with the simulation. Some discretization issues can be

observed on the numerical rough surfaces and more

particularly on the smoother surfaces. It comes from

the limited definitions of the roughness measure-

ments taken with the objective 920 of the optical

profilometer. A resampling is performed to limit the

influence of this discretization issue.

Figure 5 Examples of experimental rough surfaces, corresponding to the specimens polished with grit paper 80 and 4000 and the

obtained numerical indentation imprints on these surfaces (values are contact forces in mN on each discretized cell S).
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A total of 270 indentation tests were simulated for

each specimen. Figure 6 shows the previously

obtained experimental indentation curves for all the

specimens (Fig. 6a) and those given by the numerical

simulation (Fig. 6b). For the experimental and

numerical indentation curves, the scatter is larger

Figure 6 Indentation curves

obtained with a the

experimental testing of Ti–

6Al–4V specimens polished

with different grit sizes and

b with the semi-analytical

model of the indentation

testing of Ti–6Al–4V

specimens polished with

different grit sizes.
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with the use of coarser particles for grinding, i.e., for

rougher surfaces. Similar orders of magnitudes are

found for the scatter of the curves. Figure 7 shows the

application of the previously described methodology

to the experimental and numerical indentation

curves. This methodology enables the scatter of the

Figure 7 Application of the

methodology to a the

experimental indentation

curves of the Ti–6Al–4V

specimens polished with

different grit sizes b the

indentation curves obtained

with the semi-analytical model

for Ti–6Al–4V specimens

polished with different grit

sizes.
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curves to be significantly decreased for all the speci-

mens. For the experimental and numerical curves, the

best results are obtained for the smoother specimens

for which the indentation curves are difficult to dis-

tinguish. Similar orders of magnitudes are obtained

for the correction of the experimental and numerical

curves.

Figure 8 shows the distributions of the errors Dhc

between the shape of the numerical curves and the

shape predicted by Bernhardt’s law, in which the ISE

coefficient b is equal to zero (which is equivalent to

considering Kick’s law). The standard deviations of

the errors Dhc reduces with the decrease of rough-

ness. This trend is consistent with the experimental

data. Only the specimen polished with paper grit 220

deviates from this trend: It shows an increase of the

standard deviation compared to specimen 180.

However, the same difference was observed when

treating the experimental results.

Figure 9 shows the median values of the macro-

hardness H0 identified with the proposed methodol-

ogy and the corresponding confidence intervals for

all the numerical specimens. The confidence intervals

of the macrohardness increase with the increase of

roughness. The median values of the macrohardness

H0 are fairly constant: Only specimen 220 has a sig-

nificantly smaller macrohardness value. According to

the given confidence intervals, for grit sizes lower

than 800, the macrohardness values computed with

the semi-analytical model show differences that can

be significant. These differences cannot be due to the

material behavior as it is assumed to be perfectly

plastic. This means that the differences of macro-

hardness values are probably caused by the deter-

mination of the contact area. However, it should be

noted that the absolute difference of the macrohard-

ness values between specimen 80 and specimen 4000

is lower than 1%. Thus, the developed methodology

Figure 8 Distributions of the errors Dhc between the shape of the numerical curve and the shape predicted by Bernhardt’s law (when

considering an ISE coefficient b equal to zero).
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enables to accurately determine the macrohardness

despite non-negligible roughness.

As previously explained in ‘‘Previously found

results’’ section, experiments made with different

materials, processes or indenters enabled us to

identify a linear relation between the standard

deviations of the errors Dhc between the shape of the

numerical curves and the shape predicted by Bern-

hardt’s law and the root-mean-square roughness Sq.

The approach to identifying the scale at which the

best linear relation is obtained is summarized in

Fig. 10. Several relationships were tested with dif-

ferent filtering to compute Sq. Using the experi-

mental results, it was shown that the best linear

relations between the standard deviations of the

errors Dhc between the shape of the numerical

loading curves and the shape predicted by Bern-

hardt’s law and the root-mean-square roughness Sq

were obtained when using a Gaussian high-pass

filter with a cutoff length value around 15 lm when

using a Berkovich indenter and around 5 lm when

using a cube-corner indenter. As an example, Fig. 11

shows the values of the coefficient of determination

R2 of the tested linear relations between the standard

deviations of the errors Dhc calculated with the

experimental curves and the root-mean-square

roughness Sq as a function of the filtering length,

with (a) a Berkovich indenter and (b) a cube-corner

indenter for the titanium alloy ground with different

grit papers. The cutoff length values are different

according to the tested indenter shape. It thus seems

that the cutoff length value is dependent on the final

size of the imprint. The best relation between the

standard deviation of the errors Dhc and the root-

mean-square roughness Sq was sought for the

numerical indentation curves as well, by testing

several cutoff lengths and filtering for the compu-

tation of Sq. The best linear relation for the numer-

ical results was found with the use of a Gaussian

high-pass filter with a cutoff length approximately

equal to 15 lm. Thus, for the Berkovich indenter, the

identified scale is in agreement with the experi-

mental results.

Figure 12 shows the obtained linear relations

between the standard deviation of the errors Dhc and

the root-mean-square roughness Sq computed at the

relevant scale, for (a) the experimental indentation

curves and (b) the numerical curves obtained with

specimens of Ti–6Al–4V ground with different grit

sizes. Both graphs have high values of coefficient of

determination, but different regression lines are

obtained. The y-intercept is equal to zero for the

numerical curves and is equal to 30 nm for the

experimental results. This indicates that even if the

root-mean-square roughness is equal to zero, the

curves need to be shifted: The zero-point of the curve

is not accurately defined by the nanoindentation

device. It should be noted that the indenter tip defect

Figure 9 Median values of

the macrohardness H0

identified with the proposed

methodology and the

corresponding confidence

intervals computed with the

semi-analytical model for Ti–

6Al–4V specimens polished

with different grit sizes. The

grit sizes are used as specimen

names.
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is not mentioned in the treatment of the experimental

curves. The indenter tip defect may be thought to be

the cause of the value of the y-intercept of the

experimental curves. In practice, a real indenter tip is

never perfectly sharp. Several authors [20, 21] sug-

gested that the function of area of a Berkovich tip AT

should be written as:

AT ¼ 24:56 hc þ hdð Þ2; ð8Þ

where hd is the blunting distance, i.e., the distance

between the actual rounded tip of the indenter and

the sharp end of a perfect indenter. This expression is

very similar to the one used in our computation when

we introduced Dhc. The introduction of Dhc and its

minimization should correct the tip effect. Thus, the

tip effect should not be the cause of the differences of

y-intercepts.

The slopes identified in Fig. 12 are also different.

The slope of the relation identified for the numerical

curves is equal to 1.5, which is approximately three

times the slope found with the experimental data

(equal to 0.5). As the values of the root-mean-square

roughness Sq are equal (the same surfaces are used),

the slope change is caused by the shift of the curves.

The identified variability of the indentation curves is

larger with the semi-analytical model, compared to

the experimentation. Four hypotheses can be made

to explain the slope change. First, experimental data

may be noisier than numerical data and thus tend to

modify the slope. This is highly plausible, but cannot

be quantified. Second, the discretization of roughness

used for the semi-analytical model may partly

explain the change of slope. This effect was checked

and found to be unlikely to be true as its effect

Figure 10 Diagram summarizing the approach followed in order to identify the scale at which the best linear relation between the

experimental standard deviation of the errors Dhc and the root-mean-square roughness Sq is obtained.
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should be so small as to be negligible. Third, the

detection of the first-contact may have an impact on

the shifting of the curves and thus on the identified

standard deviation of the errors Dhc. Finally, abra-

sion debris may offer little resistance to indentation

and thus may less disturb the indentation test in

reality than predicted with the semi-analytical

model. The third and four hypotheses are hereafter

discussed in more detail.

It should be noted that, in the experiment, the

load–displacement curves only start to be recorded

when the stiffness is larger than 200 N m-1. As there

is no such condition in the semi-analytical model

used to compute the numerical curves, the experi-

mental curves can be seen as truncated compared to

the experimental ones. By testing the results, it was

found that truncating the curves in the experimental

data leads to a decrease of the standard deviations of

the errors Dhc for particularly rough specimens.

Truncating was found to have no effects on the

results of specimen 4000, whereas it has a non-neg-

ligible effect on specimen 80. A similar trend is

shown in Fig. 12: The values of the standard devia-

tions of the errors Dhc are nearly identical for speci-

men 4000. Then, for grit sizes smaller than 800, the

values of the standard deviations of the errors Dhc

obtained with the numerical curves are 1.5 times

higher than what is obtained with the experimental

curves. For specimen 80, this multiplication factor

reaches 2. This trend is shown in Fig. 7: The scatter of

the curves is similarly reduced in the experimental

and numerical curves for specimen 4000, whereas a

small change of shape can be detected from specimen

500 to specimen 80. The truncation of the curves in

the experimental data can thus partly explain the

slope differences. The last hypothesis assumed that

abrasion debris may offer little resistance to inden-

tation and thus may less disturb the indentation test

in reality than predicted with the semi-analytical

model. There are two aspects in this hypothesis. First,

this effect implies that the difference of material

behavior between the experimental and numerical

data leads to the differences of slope identified in

Fig. 12. However, it is shown in Fig. 2 that testing

Figure 11 Coefficient of

determination R2 of the tested

relation between the

experimental standard

deviation of the errors Dhc and
the root-mean-square

roughness Sq as a function of

the cutoff length, with a

a Berkovich indenter and

b cube-corner indenter.
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similar morphologies with different materials leads

to identify similar slopes. As an example, a slope

approximately equal to 0.66 was identified for the

MD-3P material used to produce replicas of the pol-

ished Ti–6Al–4V specimens. Nevertheless, the

numerical simulation may overestimate the debris

resistance, but further testing is required to test this

hypothesis.

Despite the slope differences, applying the

methodology to the indentation curves obtained with

the semi-analytical model led to underlining the

importance of the choice of the scale at which

roughness is computed. Indeed, both the experi-

mental and numerical indentation curves led to the

identification of a specific scale: The best relation

between the errors between the shape of the

Figure 12 Standard deviation

of the errors Dhc as a function

of the root-mean-square

roughness Sq computed with a

high-pass filter and a cutoff

length equal to 15 lm, using

a the experimental results of

the Ti–6Al–4V specimens

polished with different grit

sizes and b the numerical

indentation curves.
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numerical curves and the shape predicted by Bern-

hardt’s law and the root-mean-square roughness Sq is

obtained when using a high-pass filter with a cutoff

length of 15 lm. This scale corresponds to the order

of magnitude of the indentation imprint size. There-

fore, in order to be relevantly considered, roughness

must be filtered at the scale of the phenomena, which

is in this case at the size of the indentation imprints.

Conclusion

A semi-analytical model was used in order to vali-

date the results found using a previously developed

methodology of treatment of indentation curves for

the identification of mechanical properties despite

significant roughness. Despite the simplicity of the

semi-analytical model, the results obtained with the

semi-analytical model and the experimental results

obtained by testing Ti–6Al–4V specimens ground

with different grit sizes showed good agreement. For

the experimental and numerical indentation curves,

the scatter is larger for rougher surfaces. Similar

orders of magnitude are found for the scatter of the

curves and the values of macrohardness identified

with the methodology. The numerical results also

permitted us to identify a relationship between the

standard deviation of the errors Dhc between the

shape of the numerical curves and the shape pre-

dicted by Bernhardt’s law and the root-mean-square

roughness Sq. The best relation was found when

computing the Sq parameter with a Gaussian high-

pass filter with a cutoff length of 15 lm, thus con-

firming the experimental results. This scale corre-

sponds to the size of the indentation imprints. Thus,

the relevant examination of the effect of roughness on

indentation testing requires the filtering of the

roughness parameters at the scale of contact, i.e., at

the scale of the indentation imprints.

However, the slopes and y-intercepts of the rela-

tionship identified using the numerical and experi-

mental results are different. The y-intercept found

with the numerical curves is equal to zero contrary to

the one identified with the experimental curves,

which is equal to 30 nm. This indicates that even if Sq

is equal to zero, the zero-point of the curve is not

accurately determined by the instrumented indenta-

tion device. As for the slope differences, it may be

partly due to experimental noise and the differences

of methodology of detections of first-contact for the

recording of the load–displacement curves. Overes-

timation of the resistance of abrasion debris by the

semi-analytical model may also explain the differ-

ences of slopes. However, further testing is required

to confirm this hypothesis.
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